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1
VIRTUALIZATION WITH DISTRIBUTED
ADAPTIVE MESSAGE BROKERING

CROSS REFERENCE TO RELATED PATENTS

The present U.S. Utility Patent Applications claims pri-
ority pursuant to 35 U.S.C. § 119(e) to U.S. Provisional
Application No. 62/725,663, entitled “VIRTUALIZATION
WITH DISTRIBUTED ADAPTIVE MESSAGE BROKER-
ING,” filed Aug. 31, 2018, which is hereby incorporated
herein by reference in its entirety and made part of the
present U.S. Utility Patent Applications for all purposes.

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

Not Applicable

INCORPORATION-BY-REFERENCE OF
MATERIAL SUBMITTED ON A COMPACT
DISC

Not Applicable

BACKGROUND OF THE INVENTION
Technical Field of the Invention

This invention relates generally to computer networks and
more particularly to data communication systems.

Description of Related Art

The use of computers to communicate text files, voice
files, multimedia files, and even live data streaming is
known. Most computers utilize the Internet protocol (IP) to
communicate via the Internet. The Internet protocol is
known to be the primary network communications protocol
utilized on the Internet, where IP provides a network layer
protocol in accordance with one or more industry standards
such as transmission control protocol (TCP), user datagram
protocol (UDP), and stream control transmission protocol
(SCTP).

It is also known for computers to utilize a transport
protocol on top of the network layer protocol to transport
data between computing devices, where the transport pro-
tocol is in accordance with one or more industry standard
session protocols such as hypertext transfer protocol (HTTP)
and Message queue telemetry transport (MQQT). Further
industry standards have resulted in a focus on so-called
constrained devices where lower power devices and lossy
networks may be joined by the Internet. One such resulting
industry standard is the constrained application protocol
(CoAP) which provides a service layer protocol over the
session protocol HTTP over the network layer protocol
UDP. Computers are generally required to understand the
protocol and data format from the various devices connected
to the same network.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWING(S)

FIG. 1 is a schematic block diagram of an embodiment of
a proprietary network in accordance with the present inven-
tion;
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FIG. 2 is a schematic block diagram of various computing
devices of a proprietary network in accordance with the
present invention;

FIGS. 3 and 4 are schematic block diagrams of embodi-
ments of a data source device of a proprietary network in
accordance with the present invention;

FIGS. 5A, 5B, 5C, and 5D are schematic block diagrams
of embodiments of a proprietary network illustrating meth-
ods to communicate data messages in accordance with the
present invention;

FIG. 6 is a schematic block diagram of another embodi-
ment of a proprietary network in accordance with the present
invention;

FIG. 7A is a schematic block diagram of additional
embodiments of a proprietary network in accordance with
the present invention; and

FIG. 7B is a logic diagram of an embodiment of a method
for multi-dimensional real-time context analysis in accor-
dance with the present invention.

DETAILED DESCRIPTION OF THE
INVENTION

FIG. 1 is a schematic block diagram of an embodiment of
a proprietary network 10 that includes an edge node network
12, a plurality of sites #1 through #3, a core network 24, a
plurality of user computing devices 18-1 through 18-2, and
a plurality of end user computing devices 20-1 through 20-2.
The core network 24 includes at least one of the Internet, a
public radio access network (RAN), and any private net-
work. The edge node network 12 includes a plurality of edge
computing devices 14-1 through 14-6 which utilize the core
network 24 to communicate with each other.

Alternatively, the edge computing devices may commu-
nicate directly with each other by utilizing various access
technologies including one or more of T-carrier/E-carrier
(T1/E1), Digital Subscriber Line (DSL), Metro Ethernet,
Hybrid Fiber Coax (HFC), and optical fiber. For instance, a
transport protocol such as Multiprotocol Label Switching
(MPLS), Asynchronous Transport Mode (ATM), or frame
relay provides communications between distant edge com-
puting devices over the access technology.

The sites include one or more data source devices and a
site computing device for monitoring various conditions
within a geographic area associated with each site. Each site
may be associated with at least a portion of a facility (e.g.,
a home, an apartment, a store, a school, a hospital, a hotel,
an office, a factory, a refinery, a farm plot, an airport, a water
treatment plant, electrical generation and/or transmission
complex, an oil exploration facility, etc.). For example, site
#2 includes site computing device 28-2 and data source
devices 26-2-1 and 26-2-2.

Each data source device is capable of detecting at least
one condition, generating data based on the condition (e.g.,
on both a continual basis or when requested), and sending
the data as data messages to an associated site computing
device. The site computing device temporary stores and
shares, via the edge node network 12, the data messages with
various user computing devices and end user computing
devices. The site computing device determines which of the
various user computing devices and end user computing
devices to share the data with based on authorized requests
for the data and a common responsibility list.

The data includes one or more of sensor data associated
with the condition of a local environment (e.g., a site) and
use data (e.g., statistical usage data, user identifiers, error
messages, alerts, warnings, level information, etc.) associ-
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ated with a mechanism (e.g., a machine, a local computer,
etc.). The sensor data further includes raw sensor data (e.g.,
directly from the sensor) and an interpretation of the raw
sensor data (e.g., a summary, a result of applying an algo-
rithm to the raw sensor data). The data still further includes
data retrieved from a memory device associated with the
data source device and any other data produced by the data
source device.

The data source device generates the data messages by
type. The type includes an association with a particular type
of data such as error code data, weather data, smart grid
control data, etc. The various types of data are associated
with various priority levels. The priority level includes an
absolute priority level and a relative priority level (e.g., two
other data types). The priority level is utilized to establish a
performance level of sending the data messages from the
data source device to the user computing device (e.g., user
computing devices and end user computing devices).

The performance includes a variety of performance fac-
tors associated with delivery of the data messages. The
performance factors include transmission speed (e.g., trans-
mission latency) and transmission bandwidth (e.g., message
capacity) through the proprietary network 10. In a first
embodiment of prioritizing performance, a priority level for
a particular data type has an associated desired performance
level. For example, when the data is of a first type of data
message (e.g., real-time smart grid information), the trans-
mission latency has a desired transmission time (e.g., a goal
for an elapsed time from receipt of the data message to
delivery of the data message to the user computing device)
of 20 ms. As another example, when the data is of a second
type of data message (e.g., home appliance usage informa-
tion), the transmission latency has a second desired trans-
mission time of 200 ms.

In a second embodiment of prioritizing performance, the
desire performance level is a function of a requirement of the
recipient computing device. For example, the user comput-
ing device 18-1 has a desired transmission time for the first
type of data messages (e.g., the real-time smart grid infor-
mation) of 20 ms and the user computing device 18-2 has a
desired transmission time for the same first type of data
messages of 50 ms.

The edge computing devices of the edge node network 12
route the requests for the data from the user computing
devices and the end user computing devices to the site
computing devices. The edge computing devices further
routes the data from the site computing devices to the user
computing devices and end user computing devices associ-
ated with the requests for the data and the common respon-
sibility list.

The routing by the edge computing devices is based on
various authentication and authorization techniques to
ensure that only authorized user computing devices (e.g.,
end user computing devices and/or user computing devices)
are allowed to access data from the data source devices.
Thus, the edge node network 12 provides additional data
transport security beyond the core network 24.

The user computing devices 18-1 and 18-2 request the
data and process the data to produce process data. The
processing of the data includes executing various data
applications utilizing the data, storing the data, utilizing the
data as inputs to an operational control system to provide a
service, and using the data in a hosted data application. The
requesting of the data is in accordance with needs of the
various applications and services.

The end user computing devices 20-1 and 20-2 request the
data and further request results of processing of the data by
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the user computing devices. For example, the end user
computing devices control the various data applications
hosted by the user computing devices and receive results of
execution of the data applications (e.g., receive processed
data).

The site computing devices, edge computing devices, user
computing devices and end user computing devices may be
implemented with a computing entity. A computing entity
includes a cluster of one or more computing devices. For
example, a first computing entity may be implemented to
include the site computing device 28-2 and the edge com-
puting device 14-2.

Each computing device includes one or more computing
cores and each computing core includes one or more pro-
cessing modules along with memory and input/output sup-
port devices and/or modules as illustrated in FIG. 2. In
general, a computing core is any electronic device that can
communicate data, process data, and/or store data.

Computing devices include portable computing devices
and fixed computing devices. Examples of portable com-
puting devices include an embedded controller, a smart
sensor, a social networking device, a gaming device, a smart
phone, a laptop computer, a tablet computer, a video game
controller, and/or any other portable device that includes a
computing core. Examples of fixed computing devices
include a personal computer (PC), a computer server, a cable
set-top box, a satellite receiver, a television set, a printer, a
home appliance, home entertainment equipment, a security
camera controller, a video game console, a critical infra-
structure controller, and/or any type of home, office or cloud
computing equipment that includes a computing core.

The proprietary network 10 generally supports secure
routing of the data from the sites to the user computing
devices based on security procedures, synchronization
parameters, and configuration information. For example, a
first computing entity receives the data from a data source
device and forwards the data to an intermediate computing
entity of the edge node network 12 in accordance with a
local copy the common responsibility list. The intermediate
computing entity further forwards the data to a second
computing entity in accordance with another local copy the
common responsibility list. The second computing entity
forwards the data to a user computing device in accordance
with yet another local copy the common responsibility list.

Each computing entity has a particular responsibility to a
user computing device with regards to the forwarding of the
data. For example, the second computing entity is respon-
sible for processing data (e.g., subscription) requests from
the user computing device to update its local copy of the
common responsibility list and to update other computing
entities of the requests. All of the computing entities are
further responsible for forwarding subscribed data to the
user computing device in accordance with a local copy of the
common responsibility list.

The security procedures includes identifying computing
devices, challenging identity through authentication, pro-
ducing encryption keys, securely exchanging authentication
information, encrypting computing device identifiers, and
encrypting data for transmission, while preserving device
anonymity when desired. The encrypting of the data
includes utilization of encryption keys with an encryption
algorithm.

The synchronization parameters include one or more of
control information, configuration information, and analyt-
ics information. The control information includes opera-
tional mode information and routing information (e.g.,
routes). The operational mode information includes how a
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computing device is to operate, i.e. as an edge computing
device and/or as a site computing device. The operational
mode information further includes which functions are to be
supported by the computing device (e.g., routing, security,
ingress support, egress support, pass-through support).

The configuration information includes deployment infor-
mation, software information, security information, routing
information, addressing information, protocol information,
and presence information. The deployment information
includes lists of logical connection paths between edge
computing devices, data source devices associated with a
particular edge computing device or site computing device,
data source devices associated with particular user comput-
ing devices, data source devices associated with particular
applications and/or storage facilities of a particular user
computing device, etc.

The software information includes software version lists
and software for site computing devices and edge computing
devices. The security information includes public-private
encryption keys, key generation values, key seeds, key
identifiers, encryption algorithm identifiers, updated encryp-
tion algorithms, hardware-embedded secret keys, etc.

The routing information includes status of routes between
edge computing devices, physical links between edge com-
puting devices, etc. The addressing information includes
identifiers of data source devices, identifiers of site comput-
ing devices and edge computing devices, and identifiers of
sites, etc.

The protocol information includes desired protocol(s) for
an application supported by the user computing devices 18-1
and 18-2, data protocol identifiers associated with messages
that traverse the edge node network 12 carrying data and
more, and data protocols supported by the data source
devices, etc. The presence information includes real-time
status of computing devices of the proprietary network 10
and historical status information of the computing devices.

The analytics information includes summaries of use of
the proprietary network 10 and portions of the data. The
summaries include a list of data types of the data being
communicated on the proprietary network 10, historical
patterns of the data type communication, and historical
usage patterns of the proprietary network 10 to communicate
data on behalf of each data source device, etc. The portions
of'the data include random samples of data, targeted samples
of the data, and data associated with a particular historical
pattern.

FIG. 2 is a schematic block diagram of various computing
devices of the proprietary network 10 of FIG. 1. In an
embodiment, the edge computing devices 14, the site com-
puting devices 28, the user computing devices 18, and the
end user computing devices 20 include a computing core 52,
one or more visual output devices 74 (e.g., video graphics
display, touchscreen, LED, etc.), one or more user input
devices 76 (e.g., keypad, keyboard, touchscreen, voice to
text, a push button, a microphone, etc.), one or more audio
output devices 78 (e.g., speaker(s), headphone jack, a motor,
etc.), and one or more visual input devices 80 (e.g., camera,
photocell, etc.).

The computing devices further include one or more univer-
sal serial bus (USB) devices (USB devices 1-U), one or
more peripheral devices (e.g., peripheral devices 1-P), and
one or more memory devices (e.g., one or more flash
memory devices 92, one or more hard drive (HD) memories
94, one or more solid state (SS) memory devices 96, and/or
cloud memory 98). The computing devices further include
one or more wireless location modems 84 (e.g., global
positioning satellite (GPS), Wi-Fi, angle of arrival, time
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difference of arrival, signal strength, dedicated wireless
location, etc.), and one or more wireless communication
modems 86-1 through 86-N (e.g., a cellular network trans-
ceiver, a wireless data network transceiver, a Wi-Fi trans-
ceiver, a Bluetooth transceiver, a 315 MHz transceiver, a zig
bee transceiver, a 60 GHz transceiver, etc.).

The computing devices further include a telco interface
102 (e.g., to interface to a public switched telephone net-
work), a wired local area network (LAN) 88 (e.g., optical,
electrical), a wired wide area network (WAN) 90 (e.g.,
optical, electrical), and a communication modem 87 (e.g.,
facilitating wireless and/or wireline communications of
data)

The computing core 52 includes a video graphics module
54, one or more processing modules 50-1 through 50-N; a
secure processing module 51 (e.g., storing keys and execut-
ing encryption algorithms), a memory controller 56, one or
more main memories 58-1 through 58-N (e.g., RAM as local
memory), and one or more input/output (I/O) device inter-
face modules 62. The computing core 52 further includes an
input/output (I/O) controller 60, a peripheral interface 64,
one or more USB interface modules 66, one or more
network interface modules 72, one or more memory inter-
face modules 70, and/or one or more peripheral device
interface modules 68.

Each of the interface modules 62, 66, 68, 70, and 72
includes a combination of hardware (e.g., connectors, wir-
ing, etc.) and operational instructions stored on memory
(e.g., driver software) that are executed by one or more of
the processing modules 50-1 through 50-N and/or a pro-
cessing circuit within the interface module. Each of the
interface modules couples to one or more components of the
computing devices. For example, one of the IO device
interface modules 62 couples to an audio output device 78.
As another example, one of the memory interface modules
70 couples to flash memory 92 and another one of the
memory interface modules 70 couples to cloud memory 98
(e.g., an on-line storage system and/or on-line backup sys-
tem).

In other embodiments, the computing devices may
include more or less devices and modules than shown in this
example embodiment. The secure processing module 51
(e.g., a Trusted Platform Module (TPM)) includes a hard-
ware module for securely generating and storing security
parameters (e.g., encryption keys) when required for secure
attestation and authenticated access to the edge node net-
work 12 and cannot be tampered with by application soft-
ware.

FIGS. 3 and 4 are schematic block diagrams of embodi-
ments of a data source device of a proprietary network. FIG.
3 is a schematic block diagram of an embodiment of the data
source device 26-2-1 of FIG. 1. The data source device 26
includes a sensor 82, a computing core 104, and the com-
munication modem 87 of FIG. 2. The computing core 104
includes at least one processing module 50 of the processing
modules 50-1 through 50-N of FIG. 2, the secure processing
module 51 of FIG. 2, at least one main memory 58 of the
main memories 58-1 through 58-N of FIG. 2, and one or
more Field Programmable Gate Array (FPGA) input/output
(I/0) modules 63. In other embodiments, the device may
include more or less devices and modules than shown in this
example embodiment. For example, two or more sensors 82.
In other embodiments, the data source device 26 includes
more or less devices and modules than shown in this
example embodiment. For instance, the computing core 104
only includes the FPGA I/O module 63.
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The sensor 82 interprets the condition to provide sensor
data to the computing core 104. The computing core 104
generates data based on the sensor data of the condition and
sends, via the communication modem 87, the data to an
associated site computing device or other device. For
instance, the processing module 50 controls the FPGA 1/O
module 63 to route the sensor data to the main memory 58
for temporary storage. The processing module 50 subse-
quently routes, via the FPGA I/O module 63, the temporarily
stored sensor data from the main memory 58 to the secure
processing module 51 for encryption to produce encrypted
data. The encryption is performed utilizing a selected
encryption algorithm and encryption key stored within the
secure processing module 51.

Having facilitated encryption of the data, the processing
module 50 further facilitates routing, via the FPGA I/O
module 63, of the encrypted data from the secure processing
module 51 to the communication modem 87 for transmis-
sion to the associated site computing device. Alternatively,
the processing module 50 further facilitates routing, via the
FPGA /O module 63, the encrypted data from the secure
processing module 51 to the main memory 58 for temporary
storage until the communication modem 87 is ready to
transmit the encrypted data.

FIG. 4 illustrates another embodiment of the data source
device 26-2-1 of FIG. 3. The data source device 26-2-1
includes the sensor 82 of FIG. 3 and the communication
modem 87 of FIG. 2. In an example of operation, the sensor
82 interprets the condition to produce the sensor data and
sends the sensor data to the communication modem 87 for
transmission to the associated site controller device, or other
device, as one or more data messages.

FIGS. 5A, 5B, 5C, and 5D are schematic block diagrams
of embodiments of a proprietary network illustrating meth-
ods to communicate data messages. The proprietary network
10 includes data source devices 26-2-1 and 26-2-2 of FIG.
1, a plurality of computing entities 200-1 through 200-4,
user computing devices 18-1 through 18-2 of FIG. 1, the
edge node network 12 of FIG. 1, and the core network 24
FIG. 1. In an embodiment, the computing entity 200-2
includes the site computing device 28-2 of FIG. 1 and the
edge computing device 14-2 of FIG. 1. In an embodiment,
computing entities 200-1, 200-3, and 200-4 include, respec-
tively, edge computing device 14-1, edge computing device
14-3, and edge computing device 14-4 of FIG. 1. In yet
another embodiment, the computing entity 200-2 further
includes the data source devices 26-2-1 and 26-2-2.

FIG. 5A illustrates an example of the communicating of
the data messages where computing entity 200-1 edits an
entry in a first copy of a common responsibility list 222-1 of
the proprietary network 10. The common responsibility list
222-1 includes a plurality of entries. The entry includes
information regarding the first computing entity’s service
responsibility for the first user computing device 18-1. For
example, the information indicates that the computing
device 200-1 is responsible for servicing data needs
requested by the user computing device 18-1. For instance,
the entry indicates that a second type of data is to be sent to
user computing device 18-1 via the edge computing device
14-1 (e.g., data sourced by at least one of the data source
devices 26-2-1 and 26-2-2).

Another entry in the common responsibility list 222-1
includes information regarding another computing entity’s
service responsibility for another user computing device.
For instance, a third type of data is to be delivered to user
computing device 18-2 via the edge computing device 14-2.
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The editing of the entry in the first copy of the common
responsibility list 222-1 includes interpreting a subscription
request and updating the entry to produce an updated entry.
The subscription request includes instructions from the user
computing device 18-1 indicating one of adding to the entry,
deleting from the entry, or modifying the entry.

The interpreting of the subscription request includes inter-
preting the subscription request from the first user comput-
ing device 18-1 to produce a subscription interpretation. The
subscription of request includes the information regarding
the first computing entity’s service responsibility for the first
user computing device. For example, the computing entity
200-1 interprets a received request for the second type of
data from the user computing device 18-1 as adding an entry
associated with forwarding the second type of data to the
user computing device 18-1 via the edge computing device
14-1.

The updating of the entry to produce the updated entry
includes adding the entry when the subscription interpreta-
tion indicates adding a new data subscription. For example,
the computing entity 200-1 produces the updated entry to
indicate to forward data of the second data type to the user
computing device 18-1 via the edge computing device 14-2.
The updating includes deleting the entry when the subscrip-
tion interpretation indicates deleting an existing data sub-
scription. The updating further includes moditying the entry
when the subscription interpretation indicates modifying the
existing data subscription (e.g., add a data type and delete
another data type).

In a similar way, the computing entity 200-2 updates a
second entry of a second copy of the common responsibility
list 222-2 regarding a service responsibility of the second
computing entity 200-2 for a second user computing device
18-2 based on a request from the user computing device
18-2. For example, the computing entity 200-2 produces the
second edited entry of the second copy of the common
responsibility list 222-2 to indicate that a first type of data is
to be forwarded to the user computing device 18-2 via the
edge computing device 14-2.

FIG. 5B further illustrates the example of the communi-
cating of the data messages where the computing entity
200-1 sends at least the edited entry to other computing
entities of the proprietary network 10. For example, the
computing entity 200-1 sends, via the core network 24 and
the edge node network 12, the first copy of the common
responsibility list 222-1 to each of the computing entities
200-2, 200-3, and 200-4. Alternatively, the computing entity
200-1 sends just the edited entry (e.g., indicating to forward
the second type of data to the user computing device 18-1
via the edge computing device 14-1).

In a similar fashion, the computing entity 200-2 sends at
least the second edited entry to other computing entities. For
example, the computing entity 200-2 sends, via the core
network 24 and edge node network 12, the second copy of
the common responsibility list 222-2 to computing entities
200-1, 200-3, and 200-4. Alternatively, the computing entity
200-2 sends just the second edited entry (indicating to
forward the first type of data to the user computing device
18-2 via the edge computing device 14-2).

The computing entity 200-1 receives the at least the
second edited entry from the second computing entity. For
example, the computing entity 200-1 receives the second
edited entry from the computing entity 200-2.

In a similar fashion, the computing entity 200-2 receives
the at least the edited entry from the first computing entity.
For example, the computing entity 200-2 receives the edited
entry from the computing entity 200-1.
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FIG. 5C further illustrates the example of the communi-
cating of the data messages where the computing entity
200-1 updates the first copy of the common responsibility
list 222-1 with the at least the second edited entry. The
updating includes a series of steps. A first step includes
receiving the second copy of the common responsibility list
222-2, where the second copy includes the at least the
second edited entry (e.g., first type of data to be forwarded
to user computing device 18-2 via the edge computing
device 14-2).

A second step includes comparing the first copy of the
common responsibility list 222-1 to the second copy of the
common responsibility list 222-2. A third step includes
identifying an inconsistent entry between the first copy of
the common responsibility list 222-1 and the second copy of
the common responsibility list 222-2. For example, the entry
that indicates to forward the third type of data to the user
computing device 18-2 is inconsistent with the entry that
indicates to forward the first type of data to the user
computing device 18-2. Other approaches to detect the
inconsistent entry includes indicating the inconsistency
when a data type is received from the data source device and
the common responsibility list does not indicate a recipient
and assuming the inconsistency when a consistency time-
frame has expired (e.g., time since last list update).

Having identified the inconsistent entry, a fourth step
includes the computing entity 200-1 resolving the inconsis-
tent entry by one of a variety of approaches. A first approach
includes utilizing the inconsistent entry of the first copy of
the common responsibility list 222-1 over the inconsistent
entry of the second copy of the common responsibility list
222-2. In this example, this approach is not appropriate since
the inconsistent entry of the second copy more clearly
represents the data requested by the user computing device
18-2.

The first approach is utilized when an entry timestamp of
the inconsistent entry of the first copy of the common
responsibility list compares favorably (i.e. newer) to an
entry timestamp of the inconsistent entry of the second copy
of the common responsibility list. The first approach is also
utilized when the inconsistent entry of the first copy of the
common responsibility list includes information regarding
the first computing entity’s service responsibility for the first
user computing device (i.e., entry from the responsible
computing entity).

A second approach to resolve the inconsistent entry
includes utilizing the inconsistent entry of the second copy
of'the common responsibility list 222-2 over the inconsistent
entry of the first copy of the common responsibility list
222-1. In this example, this approach is appropriate since the
inconsistent entry of the second copy more clearly repre-
sents the data requested by the user computing device 18-2.

A third approach to resolve the inconsistent entry includes
utilizing a common entry of a majority of the first copy of
the common responsibility list 222-1, the second copy of the
common responsibility list 222-2, and a third copy of the
common responsibility list (e.g., common responsibility list
222-4 etc.). For example, the computing entity 200-1 issues
a request for further copies of the common responsibility list
from other computing entities and resolves the inconsistency
based on what a majority of the common responsibility lists
indicate with regards to the inconsistent entry. For instance,
the majority indicate that the first type of data, not the third
type of data, is to be forwarded to the user computing device
18-2 via the edge computing device 14-2.

A fourth approach to resolve the inconsistent entry
includes utilizing a source entry that includes information
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regarding a source computing entity’s service responsibility
for a corresponding user computing device associated with
the inconsistent entry. For example, the computing entity
200-1 identifies the source computing entity as the comput-
ing entity 200-2, issues an entry clarification request with
regards to the inconsistent entry to the computing entity
200-2, and resolves the inconsistent entry based on a
response received from the computing entity 200-2 (e.g., the
first type of data is to be forwarded to the user computing
device 18-2 via the edge computing device 14-2). Having
resolves the inconsistent entry, the computing entity 200-1
updates the common responsibility list 222-1.

In a similar fashion, the computing entity 200-2 updates
the second copy of the common responsibility list 222-2
with the at least the edited entry (e.g., indicating that the
second type of data is to be forwarded (e.g., when not
inconsistent) to the user computing device 18-1 via the edge
computing device 14-1. The updating of the second copy of
the common responsibility list 222-2 includes a series of
steps. A first step includes the computing entity 200-2
receiving the first copy of the common responsibility list
222-1.

A second step includes the computing entity 200-2 com-
paring the first copy of the common responsibility list 222-1
to the second copy of the common responsibility list 222-2.
A third step includes the computing entity 200-2 identifying
an inconsistent entry between the first copy of the common
responsibility list 222-1 and the second copy of the common
responsibility list 222-2.

When identifying the inconsistent entry, the computing
entity 200-2 resolves the inconsistent entry by one of a
variety of approaches. A first approach includes utilizing the
inconsistent entry of the first copy of the common respon-
sibility list 222-1 over the inconsistent entry of the second
copy of the common responsibility list 222-2.

A second approach includes utilizing the inconsistent
entry of the second copy of the common responsibility list
222-2 over the inconsistent entry of the first copy of the
common responsibility list 222-1. A third approach includes
utilizing a common entry of a majority of the first copy of
the common responsibility list, the second copy of the
common responsibility list, and a third copy of the common
responsibility list. A fourth approach includes utilizing a
source entry that includes information regarding a source
computing entity’s service responsibility for a correspond-
ing user computing device associated with the inconsistent
entry.

FIG. 5D further illustrates the example of the communi-
cating of the data messages where the computing entity
200-2 receives user data from data source device 26-2-2. For
example, the site computing device 28-2 receives data of the
second type of data from the data source device 26-2-2 and
forwards the second type of data to the edge computing
device 14-2.

The computing entity 200-2 forwards, via the edge node
network 12 and the core network 24, the user data to the first
computing entity 200-1 when the edited entry indicates that
the first computing entity’s service responsibility includes
forwarding the user data the first user computing device. For
example, the edge computing device 14-2 interprets the
common responsibility list 222-2 to extract the entry asso-
ciated with sending the second type of data to the user
computing device 18-1 via the edge computing device 14-1
and sends, via the edge node network 12 and the core
network 24, the second type of data to the edge computing
device 14-1. Alternatively, or in addition to, the computing
entity 200-2 replicates the user data to send the replicated
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data to more than one other computing entity when the
second copy of the common responsibility list indicates that
two or more user computing devices are associated with two
or more computing entities, where the two or more user
computing devices are to receive the user data.

The computing entity 200-1 receives the user data from
the computing entity 200-2. For example, the edge comput-
ing device 14-1 receives, via the edge node network 12 and
the core network 24, the second type of data from the edge
computing device 14-2.

Having received the user data, the computing entity 200-1
forwards the user data to the first user computing device
18-1 when the edited entry indicates that the first computing
entity’s service responsibility includes forwarding the user
data to the first user computing device 18-1. For example,
the edge computing device 14-1 interprets the common
responsibility list 222-1 to extract the entry associated with
sending the second type of data to the user computing device
18-1 and sends the second type of data to the user computing
device 18-1.

The examples described above in conjunction with one or
more processing modules of one or more computing devices
can alternatively be performed by other modules of the
proprietary network 10 of FIG. 1 or by other devices. In
addition, at least one memory section (e.g., a computer
readable memory, a non-transitory computer readable stor-
age medium, a non-transitory computer readable memory
organized into a first memory element, a second memory
element, a third memory element, a fourth element section,
a fifth memory element, a sixth memory element, a seventh
memory element, etc.) that stores operational instructions
can, when executed by the one or more processing modules
of the one or more computing devices of the proprietary
network 10, cause the one or more computing devices to
perform any or all of the examples described above.

FIG. 6 is a schematic block diagram of another embodi-
ment of a secure data network that includes a data source
device 26, a site computing device 28, a plurality of edge
computing devices 14-1 through 14-7, master edge comput-
ing devices 15-1 and 15-2, at least two user computing
devices 18-1 and 18-2, and at least two end user computing
devices 20-1 and 20-2. The data source includes data source
device 26 may include one or more of the devices and the
modules of the data source device 26-2-1 of FIG. 3. For
example, the data source device 26 includes the sensor 82
and the processing module 50 of FIG. 3.

The processing module 50 of the data source device 26
includes an edge node network utilization module 110. The
site computing device 28 includes the processing module 50
of FIG. 2. The processing module 50 includes an access
module 112, a routing module 116, a security module 122,
and an analytics module 114.

Each edge computing device of the plurality of edge
computing devices 14-1 through 14-7 includes one or more
of the devices and the modules of the computing devices of
FIG. 2. For example, each edge computing device includes
the processing module 50 of FIG. 2. The processing module
50 includes the access module 112, the analytics module
114, the routing module 116, an identity module 118, a
presence module 120, the security module 122, and a data
transformation module 124.

The edge node network utilization module 110 includes
one or more of the functions associated with the edge
computing devices 14-1 through 14-7. For instance, the edge
node network utilization module 110 includes the access
module 112, the identity module 118, and the security
module 122. Each of the master edge computing devices
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15-1 and 15-2 further operate to distribute any operational
information required for the secure data network. For
instance, information to establish routes and establish secu-
rity credentials that is not readily available by the edge
computing devices (e.g., a master routing table maintained
by the master edge computing devices).

Generally, the modules 112-124 within the processing
modules 50 of the data source device 26, the site computing
device 28, and the edge computing devices 14-1 through
14-7 process (e.g., generate, store, utilize for decision-
making, transfer) synchronization parameters within syn-
chronization messages 38 to maintain operation of the
secure data network. For example, functionality of the
access module 112 includes causing the processing module
50 to utilize one or more of protocol information and
configuration information to provide physical access to other
nodes and/or devices.

Functionality of the analytics module 114 includes caus-
ing the processing module 50 to utilize the analytics infor-
mation to optimize generation and transmission of data
messages and transformed data messages. Functionality of
the routing module 116 includes causing the processing
module 50 to utilize the routing information to optimize
transmission of information through the edge computing
devices.

Further examples of the processing include functionality
of the identity module 118, which includes causing the
processing module 50 to utilize the addressing information
to identify which sensors are associated with which data
source devices and which data source devices are to access
which user computing devices. Functionality of the presence
module 120 includes causing the processing module 50 to
utilize the presence information to optimize utilization of
various edge nodes to optimize data traffic routes between
the data source device and a corresponding user computing
device. Functionality of the security module 122 includes
causing the processing module 50 to utilize security infor-
mation to authenticate a desirable and valid connection
between edge computing devices and data source devices
and to protect confidential information exchange between
the edge computing devices and data source devices.

Functionality of the data transformation module 124
includes causing the processing module 50 to utilize the
protocol information to convert portions of the data mes-
sages into the transformed data messages to support multiple
desirable attributes of the secure data network. The desired
attributes include a favorable security level, a favorable
efficiency level, a favorable data latency level, and a favor-
able compatibility level with numerous data protocols asso-
ciated with data applications of the user computing devices.

In an example of operation of the secure data network, the
edge computing devices 14-1 through 14-7, the site com-
puting device 28, and the data source device 26 exchange
synchronization messages 38 from time to time to develop
and convey the synchronization parameters. For example, at
least some the edge computing devices 14-1 through 14-7
convey, by exchanging with each other, at least some of the
synchronization parameters to include one or more of the
configuration information, the analytics information, the
protocol information, the addressing information, the secu-
rity information, the routing information, and the presence
information. For instance, edge computing device 14-1
receives one or more of the synchronization patterns from
the user computing device 18-1 for local storage within a
memory of the edge computing device 14-1.

A trusted edge computing device control application of
the user computing device 18-1 is affiliated with the plurality



US 10,924,593 B2

13

of edge computing devices 14-1 through 14-7. In another
instance, edge computing device 14-1 generates a synchro-
nization message 38 to include substantially all of the
synchronization parameters and transmits the synchroniza-
tion message 38 to the edge computing device 14-6 to update
the synchronization parameters stored locally within a
memory of the edge computing device 14-6.

As another example of the developing and conveying of
the synchronization parameters, at least some of the edge
computing devices 14-1 through 14-7, the site computing
device 28, and the data source device 26 develop, by
generating with each other (e.g., determining, moditying,
updating, correcting, etc.), at least some of the synchroni-
zation parameters to include one or more of the configura-
tion information, the analytics information, the protocol
information, the addressing information, the security infor-
mation, the routing information, and the presence informa-
tion. For instance, the site computing device 28 exchanges
limited security information (e.g., to lead to generation of a
common secret encryption key) with the data source device
26 to further develop trusted security between the site
computing device 28 and the data source device 26.

In another instance, the site computing device 28 receives
configuration information from the data source device 26.
The configuration information includes addressing informa-
tion associated with the sensor 82. The site computing
device 28 further receives companion configuration infor-
mation from a data application associated with the user
computing device 18-1 to match the sensor with the data
application to generate further updated configuration infor-
mation. In yet another instance, the edge computing device
14-7 monitors data messages received from the site com-
puting device 28 to generate updated analytics information
based on data attributes of data within the data messages
(e.g., data types, data sizes, etc.).

Having developed and conveyed a sufficient number and
sufficient level of the synchronization parameters to support
ongoing operations, the secure data network facilitates com-
munication of data from the sensor 82 to one or more
corresponding data applications of the user computing
devices 18-1 and 18-2. In an example of operation of the
communication of the data, having established trust and
security information between the data source device 26 and
the site computing device 28, the site computing device 28
receives data messages 34-1 from the data source device 26.
The edge node network utilization module 110 encodes data
from the sensor 82 in accordance with a sensor data protocol
to produce the data messages 34-1. The encoding of the data
includes utilizing at least one of an industry standard sensor
data protocol and a proprietary data protocol. The industry
standard sensor data protocols include one or more of
Message queue telemetry transport (MQQT), constrained
application protocol (CoAP), and data distribution service
(DDS).

Having received the data messages 34-1, the site com-
puting device 28 identifies active data applications associ-
ated with the user computing devices 18-1 and 18-2 that are
affiliated with the data source device 26 and/or the sensor 82
based on one or more of the addressing information and the
configuration information. Having identified the active data
applications, the site computing device 28 determines at
least a portion of a route for transferring data associated with
the data messages 34-1 to the user computing devices 18-1
and 18-2 based on one or more of the routing information
and the presence information. Having determined the rout-
ing information, the site computing device 28 sends the data
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messages 34-1 to the edge computing device 14-7 in accor-
dance with the routing information.

Having received the data messages 34-1, the edge com-
puting device 14-7 determines whether to convert the data
messages into transformed data messages based on one or
more of the configuration information, the analytics infor-
mation, the addressing information, and the protocol infor-
mation. For instance, the edge computing device 14-7 deter-
mines to convert the data messages 34-1 from the sensor
data protocol into first and second data message protocols
when the protocol information indicates that the first and
second data protocol messages are associated with the
affiliated data applications of the user computing devices
18-1 and 18-2.

In another instance, the edge computing device 14-7
determines to convert the data messages 34-1 from the
sensor data protocol into a third data message protocol. The
determining includes selecting the third data message pro-
tocol when the analytics information indicates that data
optimization (e.g., providing important data on a more
timely basis, estimating missing data based on historical
data, summarizing multiple data points, etc.) based on the an
interpretation of a data attribute (e.g., actual data, frequency
of data transmission, a data type, etc.) of the data messages
34-1 is associated with the third data message protocol and
the configuration information indicates that user computing
devices 18-1 and 18-2 are compatible with the third data
message protocol.

Having determined to convert the data messages 34-1, the
edge computing device 14-7 generates transformed data
messages 36-1 and transformed data messages 36-2 from the
data messages 34-1 based on attributes of the first and
second data message protocols of the protocol information.
Having generated the transformed data messages, the edge
node 14-7 obtains the route for transferring the transformed
data messages to the corresponding cloud services. The
obtaining may include retrieving route information and
updating the retrieve route information based on one or more
of updated presence information, updated security informa-
tion, and updated routing information.

In an instance of obtaining the route, the edge computing
device 14-7 determines an updated route to include sending
the transformed data messages to the edge computing device
14-3 when the updated presence information and updated
routing information are favorable with regards to utilizing
the edge computing device 14-3 and sending the trans-
formed data messages 36-1 and 36-2 to the edge computing
device 14-3. Alternatively, the edge computing device 14-7
transmits the transformed data messages 36-1 and 36-2
directly to the user computing devices 18-1 and 18-2 via the
core network 24 of FIG. 1 when attributes of the routing
information are favorable for that route.

Having received the transformed data messages 36-1, the
edge computing device 14-1 facilitates forwarding of the
transformed data messages 36-1 to the user computing
device 18-1 for utilization by the corresponding data appli-
cation affiliated with the data source device 26 and/or the
sensor 82. Having received the transformed data messages
36-2, the edge computing device 14-2 facilitates forwarding
of the transformed data messages 36-2 to the user computing
device 18-2 for utilization by the corresponding data appli-
cation affiliated with the data source device 26 and/or the
sensor 82.

Having processed the transformed data messages 36-1,
the user computing device 18-1 exchanges corresponding
application messages 40-1 with the end user computing
device 20-1. Having processed the transformed data mes-
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sages 36-2, the user computing device 18-2 exchanges
corresponding application messages 40-2 with the end user
computing device 20-2.

FIG. 7A is a schematic block diagram of another embodi-
ment of the communication system 10 of FIG. 1. Generally,
an embodiment of this invention presents solutions where
the communication system supports a multidimensional
real-time context analysis via stream extraction.

The communication system includes data source devices
26-1 through 26-N of FIG. 3, the user computing devices
18-1 through 18-N of FIG. 1, and the edge node network 12
of FIG. 1. Each data source device 26-1 through 26-N may
include one or more of the devices and the modules of the
data source device 26 of FIG. 6. For example, the data
source devices 26-1 through 26-N include sensor 82 of FIG.
3 and the processing module 50 of FIG. 3, where the
processing module 50 includes the edge node network
utilization module 110 of FIG. 6.

The edge node network 12 supports optimizing and
enabling user computing devices 18-1 through 18-N to
interact with and receive data collected by sensors on data
source devices 26-1 through 26-N. The edge node network
12 includes edge computing devices 14-1 through 14-N,
where the edge computing devices 14-1 through 14-N
include one or more of the devices and modules of the edge
computing devices 14-1 through 14-N of FIG. 2. For
example, the edge computing devices 14-1 through 14-N
includes the processing module 50 of FIG. 2. The processing
module 50 of the edge computing devices 14-1 through
14-N includes the access module 112 of FIG. 6, the analytics
module 114 of FIG. 6, and the routing module 116 of FIG.
6.

The routing module 116 supports dynamic and advanced
routing of data messages across the edge node network 12.
The access module 112 includes message content/timing
service 501 which functions to provide accurate content and
timing information related to streams of received data mes-
sages and which will be utilized by analytics module 114.
The analytics module 114 includes performance analysis
module 504 and mitigation module 508.

The context/performance analysis module 504 includes
storage for configured/expected data module 505 and instan-
taneous data module 506 and also a prediction/assessment
module 507, which together function to analyze the content
and timing information provided by access module 112
against expected and historical data in order to assess
multidimensional real-time context and performance of both
data devices (e.g., data source device) and the edge node
network. The optimization/mitigation module 508 processes
these analytical assessments and determines corrective
actions to mitigate issues or optimization actions that will
improve communication system performance in real-time.

In an example of the operation of the communication
system, as data source device 26-1 transmits a stream of
discrete data messages through the edge node network 12
and the stream of data messages are received by edge
computing device 14-1. The edge computing device 14-1
supports the routing of the data messages to their respective
destination user computing device 18-1.

When receiving each one of these discrete data messages
34-1, the message content/timing service 501 extracts mes-
sage type and content information, including message types
such as sensor reading updates, and device functional status
updates. The message content/timing service 501 also pre-
cisely measures critical timing parameters for each message
type, including inter-message timing since the last message
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of this type, and restarts a last-message-received timer that
will run until the next message of this type is received.

The message/content timing service 501 also inspects
message sequence numbers in order to maintain a lost
message count whenever a consecutive sequence number is
missing. The message/content timing service 501 continu-
ously repeats these functions independently for streams of
data messages from all data devices routing through edge
node 14-1, including data message 34-2 stream and data
message 34-3 stream from data source devices 26-2 and
26-3, respectively. At a programmable interval that pre-
serves the real-time nature of these measurements, the
message content/timing service 501 sends these measure-
ments in extracted message parameters 502-1 through 502-3
to instantaneous data module 506 within performance analy-
sis module 504 of analytics module 114, where the mea-
surements are stored for analysis.

Having received the extracted parameter measurements,
the instantaneous data module 506 calculates instantaneous
context of the data device or edge network by examining the
content of the various message types, such as sensor read-
ings (temperature, pressure, etc.) and device status (trans-
actions per second, chip temperature, battery level, etc.) to
establish the context in which the data device is currently
operating. The instantaneous data module 506 calculates
instantaneous performance of the data device or edge net-
work by examining the timing data for each message type
and calculating the frequency of sensor reading update
messages (utilizing the inter-message timing data), the lost
message frequency, and also the standard deviation and
related statistical measurements of the measured data.

The configured/expected data module 505 of the context/
performance analysis module 504 gathers configuration and
expected performance data from data devices in order to
establish a baseline for optimal context and performance
expectations for each data device and for the edge node
network. In this example, data source device 26-1 submits
its expected context and performance behavior within the
device config parameters 500 message to the configured/
expected data module 505 at the time of deployment and
also at any reconfiguration events. Alternatively, when data
devices do not provide their configured context and perfor-
mance expectation data, the context/performance analysis
module 504 will use a predictive model as discussed below
to establish the baseline for expected performance.

The prediction/assessment module 507 utilizes data from
both the instantaneous data module 506 and the configured/
expected data module 505 in order to make assessments of
the current context and performance of the data devices and
the edge network. The prediction/assessment module 507
also generates a prediction model that can estimate future
context and performance.

The prediction model may be based on regression meth-
ods (linear, logistic, robust, semiparametric), neural net-
works, or other machine learning methods. The prediction/
assessment module 507 compares both instantaneous data
with expected data, and estimated data with expected data to
determine if context or performance has exceeded, or is
estimated to exceed acceptable tolerances. Examples of
context assessments include identifying unusual trends or
outliers in sensor readings or other message content, or
estimating loss of battery life in a sensor. Examples of
performance assessments include identifying potential fail-
ures of the network path or data device if the last message
received timer in the instantaneous data substantially
exceeds the expected message reception interval, and iden-
tifying a network path specific issue when message lost
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count exceeds the expected message loss rate. Having made
a context or performance assessment, the context/perfor-
mance analysis module 504 sends these assessments to
optimization/mitigation module 508.

Having received an assessment from the context/perfor-
mance analysis module 504, the optimization/mitigation
module 508 determines whether any corrective or optimi-
zation actions are required, and then initiates at least one or
more of three types of actions, including data device actions,
cloud service actions, and routing actions. Data device
actions include requesting a hard or soft reset of the data
device, requesting reconfiguration of the data device, and
requesting the data device to perform self-tests. For
example, where the edge node 14-1 is the serving edge node
with direct or initial connectivity with a data device, and the
assessment identifies that the data device may be operating
improperly, such as when the standard deviation of the
inter-message timing between messages (message fre-
quency) of sensor readings or status updates has exceeded
expected tolerances, a possible corrective action would be to
request a reset of the device utilizing device action 511.

When a cloud service (e.g., a user computing device)
retains complete control of the data devices to which the
cloud service is associated, then the data device reset,
reconfiguration and self-test actions must be requested of the
cloud service utilizing cloud service action 510, and then
initiated by the cloud service. Routing actions include
changes to the edge computing device 14-1 routing of the
data message stream in order to optimize/reduce packet/
message latency and jitter. For example, when edge com-
puting device 14-1 is not a serving edge node of data source
device 26-N, but just another routing hop on the path of the
stream of data message 34-N, and the assessment for this
stream indicates that the latency and jitter of the data
messages are estimated to exceed expected performance
tolerances, then optimization/mitigation module 508 can
utilize a routing action 509 command to optimize the route
to the destination cloud service 18-N. Having received the
optimize route command, routing module 116 switches from
route A, which was the prior route that included edge
computing device 14-2, to route B for the stream of the data
message 34-N, thus shortening the route by one hop and
reducing the estimated end to end latency.

FIG. 7B is a logic diagram of an embodiment of a method
for providing multidimensional real-time context analysis
utilizing stream extraction in an edge node network. In
particular, a method is presented for use in conjunction with
one or more functions and features described in conjunction
with FIGS. 1-4, 6, 7A, and FIG. 7B. The method includes
step 1020, where an edge node of a plurality of edge nodes
that cooperatively transport data messages from a data
device to one or more cloud services, obtains a set of
performance parameters for each timeframe of a plurality of
time frames associated with a sequence of data messages
sourced by the data device. The performance parameters
include, for each message type of one or more message
types, at least one of inter-message timing, time since last
message, and loss message count.

Obtaining a set of performance parameters includes mea-
suring precise timing of a sequence of associated received
data messages at the ingress access module of an edge node,
and forwarding the timing information to an analytics mod-
ule at adjustable update timeframes. Measuring precise
timing includes extracting the source IP address of the data
messages to associate each with a separate data device and
extracting the message type and content information such
that the timing can be specific to each data device and

20

30

40

45

18

message type within the stream. Measuring may also include
utilization of timers that measure the time between messages
of the same device and type, and resetting the timer upon
reception of the last of this type of received message such
that a time since last message value can be captured inde-
pendently for each data device and message type in the
stream. Measuring loss message count includes extracting
sequence numbers from the messages of the same device
and type, identifying when one or more expected sequence
numbers have been skipped in the last received message, and
retaining a count for the missed sequence numbers corre-
sponding to missed or lost messages in the stream.

The method continues at step 1022, where the edge node,
for each timeframe, analyzes the set of performance param-
eters to produce an instantaneous performance level, where
the instantaneous performance level includes at least one of
an average message reception frequency, an inter-message
timing standard deviation, an inter-message timing maxi-
mum, and a percentage of lost messages to received mes-
sages. Analyzing the set of performance parameters includes
creating an instantaneous performance vector with multiple
dimensions corresponding to message reception frequency,
inter-message timing standard deviation, inter-message tim-
ing maximum, and a percentage of lost messages to received
messages.

Determining the values for each dimension includes cal-
culating the message reception frequency by taking the
inverse of the average of inter-message timing values for the
timeframe, calculating a standard deviation of the inter-
message timing values and the inverse, and identifying the
maximum inter-message value in the set of inter-message
values in the timeframe. Determining the percentage of lost
messages to received messages includes dividing the lost
message count by the total received messages in the time-
frame and multiplying that interim result by 100.

The method continues at step 1024, where the edge node
predicts an estimated performance level of the subsequent
sequence of data messages sourced by the data device,
where the estimated performance level is based on the
instantaneous performance level associated with a portion of
the plurality of time frames. Predicting the estimated per-
formance level of the subsequent sequence of data messages
includes creating a prediction model based on a portion or
the entire history of stored instantaneous performance lev-
els.

A first approach to creating a predictive model includes
calculating a linear regression equation for each dimension
of the history of instantaneous performance levels (vectors),
which would be retained in a storage memory, and utilizing
the regression equation to calculate the future estimated
performance level for any dimension of the performance
vector. Alternative approaches to creating a predictive model
include alternative regression models (logistic, etc.), neural
networks models, and various other machine learning tech-
niques.

The method continues at step 1026, where the edge node
determines that the estimated performance level of the
subsequent sequence of data messages sourced by the data
device compares unfavorably to a desired performance
level. The determining includes establishing an expected
performance level for each vector parameter along with
deviation tolerances, and comparing the estimated perfor-
mance to the expected performance level to determine if the
difference in the comparison exceeded the established devia-
tion tolerances.

A first approach to establishing an expected performance
level includes facilitating the data devices to send corre-
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sponding expected performance levels based on configura-
tion at time of deployment, or after any reconfiguration
event, and then storing these expected performance levels. A
second approach to establishing an expected performance
level includes collecting an appropriate amount of history
for instantaneous performance levels for which the predic-
tion model has achieved steady-state average performance
values and acceptable deviation tolerance values.

The method continues at step 1028, where the edge node
determines one or more corrective actions based on the
estimated performance level and actual performance level
information, where the corrective action may include at least
one of rerouting data message, resetting the data device,
reconfiguring the data device, and notifying at least some of
the one or more cloud services. The determining the cor-
rective actions include prioritizing the severity of the devia-
tion assessment, speculating on possible causes of the devia-
tion to identify whether data device or edge node network is
most likely the cause, and choosing the one or more most
appropriate corrective actions to implement.

Prioritizing the unfavorable performance events includes
focusing on the largest deviations from tolerance, or priori-
tizing based on the priority assigned to the function of the
data device, such as the performance required of a fire alarm
may supersede that of a barometer. Speculating on the
possible causes of the deviation include assigning likeli-
hoods of specific failure modes for specific performance
parameters to either data devices or edge node network
elements. As an example, when poor message reception
frequency performance is detected at a serving edge node
(which has direct and initial connectivity to the data device),
then most likely it is not the edge node network unless the
edge node has received specific separate failure indication
on that connectivity link.

Choosing the one or more appropriate corrective actions
may include multiple approaches. A first approach includes
performing a look up utilizing a table that maps unfavorable
performance for specific parameters with specific corrective
actions. For example, when the data device is determined as
most likely at fault, then a corrective action of either
resetting the device reconfiguring the device by having the
edge node send the data device the reset or reconfiguration
command, may be the best course of action.

In other approaches, the cloud service associated with the
data device retains full control of the data device, and in
further approaches the edge node may send the notification
to reset or reconfigure the data device to the cloud service
which controls the device, such that the cloud service
initiates the command to the data device. For example, when
message latency is estimated to exceed the desired tolerance
based on the prediction model, then the edge node network
is most likely at fault, and therefore a routing optimization
implemented by the edge node that shortens the remaining
network path to the destination cloud service, may be the
best course of action to optimize and reduce the end-to-end
latency.

The examples described above in conjunction with one or
more processing modules of one or more computing devices
can alternatively be performed by other modules of the
proprietary network 10 of FIG. 1 or by other devices. In
addition, at least one memory section (e.g., a computer
readable memory, a non-transitory computer readable stor-
age medium, a non-transitory computer readable memory
organized into a first memory element, a second memory
element, a third memory element, a fourth element section,
a fifth memory element etc.) that stores operational instruc-
tions can, when executed by the one or more processing
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modules of the one or more computing devices of the
proprietary network 10, cause the one or more computing
devices to perform any or all of the examples described
above.

It is noted that terminologies as may be used herein such
as bit stream, stream, signal sequence, etc. (or their equiva-
lents) have been used interchangeably to describe digital
information whose content corresponds to any of a number
of desired types (e.g., data, video, speech, text, graphics,
audio, etc. any of which may generally be referred to as
‘data’).

As may be used herein, the terms “substantially” and
“approximately” provides an industry-accepted tolerance for
its corresponding term and/or relativity between items. For
some industries, an industry-accepted tolerance is less than
one percent and, for other industries, the industry-accepted
tolerance is 10 percent or more. Other examples of industry-
accepted tolerance range from less than one percent to fifty
percent. Industry-accepted tolerances correspond to, but are
not limited to, component values, integrated circuit process
variations, temperature variations, rise and fall times, ther-
mal noise, dimensions, signaling errors, dropped packets,
temperatures, pressures, material compositions, and/or per-
formance metrics. Within an industry, tolerance variances of
accepted tolerances may be more or less than a percentage
level (e.g., dimension tolerance of less than +/-1%). Some
relativity between items may range from a difference of less
than a percentage level to a few percent. Other relativity
between items may range from a difference of a few percent
to magnitude of differences.

As may also be used herein, the term(s) “configured to”,
“operably coupled to”, “coupled to”, and/or “coupling”
includes direct coupling between items and/or indirect cou-
pling between items via an intervening item (e.g., an item
includes, but is not limited to, a component, an element, a
circuit, and/or a module) where, for an example of indirect
coupling, the intervening item does not modify the infor-
mation of a signal but may adjust its current level, voltage
level, and/or power level. As may further be used herein,
inferred coupling (i.e., where one element is coupled to
another element by inference) includes direct and indirect
coupling between two items in the same manner as “coupled
to”.

As may even further be used herein, the term “configured
t0”, “operable t0”, “coupled to”, or “operably coupled to”
indicates that an item includes one or more of power
connections, input(s), output(s), etc., to perform, when acti-
vated, one or more its corresponding functions and may
further include inferred coupling to one or more other items.
As may still further be used herein, the term “associated
with”, includes direct and/or indirect coupling of separate
items and/or one item being embedded within another item.

As may be used herein, the term “compares favorably”,
indicates that a comparison between two or more items,
signals, etc., provides a desired relationship. For example,
when the desired relationship is that signal 1 has a greater
magnitude than signal 2, a favorable comparison may be
achieved when the magnitude of signal 1 is greater than that
of'signal 2 or when the magnitude of signal 2 is less than that
of signal 1. As may be used herein, the term “compares
unfavorably”, indicates that a comparison between two or
more items, signals, etc., fails to provide the desired rela-
tionship.

As may be used herein, one or more claims may include,
in a specific form of this generic form, the phrase “at least
one of a, b, and ¢” or of this generic form “at least one of a,
b, or ¢”, with more or less elements than “a”, “b”, and “c”.
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In either phrasing, the phrases are to be interpreted identi-
cally. In particular, “at least one of a, b, and ¢” is equivalent
to “at least one of a, b, or ¢”” and shall mean a, b, and/or c.
As an example, it means: “a” only, “b” only, “c” only, “a”
and “b”, “a” and “c”, “b” and “¢”, and/or “a”, “b”, and “c”.

As may also be used herein, the terms “processing mod-
ule”, “processing circuit”, “processor”, “processing cir-
cuitry”, and/or “processing unit” may be a single processing
device or a plurality of processing devices. Such a process-
ing device may be a microprocessor, micro-controller, digi-
tal signal processor, microcomputer, central processing unit,
field programmable gate array, programmable logic device,
state machine, logic circuitry, analog circuitry, digital cir-
cuitry, and/or any device that manipulates signals (analog
and/or digital) based on hard coding of the circuitry and/or
operational instructions. The processing module, module,
processing circuit, processing circuitry, and/or processing
unit may be, or further include, memory and/or an integrated
memory element, which may be a single memory device, a
plurality of memory devices, and/or embedded circuitry of
another processing module, module, processing circuit, pro-
cessing circuitry, and/or processing unit. Such a memory
device may be a read-only memory, random access memory,
volatile memory, non-volatile memory, static memory,
dynamic memory, flash memory, cache memory, and/or any
device that stores digital information. Note that if the
processing module, module, processing circuit, processing
circuitry, and/or processing unit includes more than one
processing device, the processing devices may be centrally
located (e.g., directly coupled together via a wired and/or
wireless bus structure) or may be distributedly located (e.g.,
cloud computing via indirect coupling via a local area
network and/or a wide area network). Further note that if the
processing module, module, processing circuit, processing
circuitry and/or processing unit implements one or more of
its functions via a state machine, analog circuitry, digital
circuitry, and/or logic circuitry, the memory and/or memory
element storing the corresponding operational instructions
may be embedded within, or external to, the circuitry
comprising the state machine, analog circuitry, digital cir-
cuitry, and/or logic circuitry. Still further note that, the
memory element may store, and the processing module,
module, processing circuit, processing circuitry and/or pro-
cessing unit executes, hard coded and/or operational instruc-
tions corresponding to at least some of the steps and/or
functions illustrated in one or more of the Figures. Such a
memory device or memory element can be included in an
article of manufacture.

One or more embodiments have been described above
with the aid of method steps illustrating the performance of
specified functions and relationships thereof. The boundar-
ies and sequence of these functional building blocks and
method steps have been arbitrarily defined herein for con-
venience of description. Alternate boundaries and sequences
can be defined so long as the specified functions and
relationships are appropriately performed. Any such alter-
nate boundaries or sequences are thus within the scope and
spirit of the claims. Further, the boundaries of these func-
tional building blocks have been arbitrarily defined for
convenience of description. Alternate boundaries could be
defined as long as the certain significant functions are
appropriately performed. Similarly, flow diagram blocks
may also have been arbitrarily defined herein to illustrate
certain significant functionality.

To the extent used, the flow diagram block boundaries and
sequence could have been defined otherwise and still per-
form the certain significant functionality. Such alternate
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definitions of both functional building blocks and flow
diagram blocks and sequences are thus within the scope and
spirit of the claims. One of average skill in the art will also
recognize that the functional building blocks, and other
illustrative blocks, modules and components herein, can be
implemented as illustrated or by discrete components, appli-
cation specific integrated circuits, processors executing
appropriate software and the like or any combination
thereof.

In addition, a flow diagram may include a “start” and/or
“continue” indication. The “start” and “continue” indica-
tions reflect that the steps presented can optionally be
incorporated in or otherwise used in conjunction with one or
more other routines. In addition, a flow diagram may include
an “end” and/or “continue” indication. The “end” and/or
“continue” indications reflect that the steps presented can
end as described and shown or optionally be incorporated in
or otherwise used in conjunction with one or more other
routines. In this context, “start” indicates the beginning of
the first step presented and may be preceded by other
activities not specifically shown. Further, the “continue”
indication reflects that the steps presented may be performed
multiple times and/or may be succeeded by other activities
not specifically shown. Further, while a flow diagram indi-
cates a particular ordering of steps, other orderings are
likewise possible provided that the principles of causality
are maintained.

The one or more embodiments are used herein to illustrate
one or more aspects, one or more features, one or more
concepts, and/or one or more examples. A physical embodi-
ment of an apparatus, an article of manufacture, a machine,
and/or of a process may include one or more of the aspects,
features, concepts, examples, etc. described with reference
to one or more of the embodiments discussed herein. Fur-
ther, from figure to figure, the embodiments may incorporate
the same or similarly named functions, steps, modules, etc.
that may use the same or different reference numbers and, as
such, the functions, steps, modules, etc. may be the same or
similar functions, steps, modules, etc. or different ones.

Unless specifically stated to the contra, signals to, from,
and/or between elements in a figure of any of the figures
presented herein may be analog or digital, continuous time
or discrete time, and single-ended or differential. For
instance, if a signal path is shown as a single-ended path, it
also represents a differential signal path. Similarly, if a signal
path is shown as a differential path, it also represents a
single-ended signal path. While one or more particular
architectures are described herein, other architectures can
likewise be implemented that use one or more data buses not
expressly shown, direct connectivity between elements, and/
or indirect coupling between other elements as recognized
by one of average skill in the art.

The term “module” is used in the description of one or
more of the embodiments. A module implements one or
more functions via a device such as a processor or other
processing device or other hardware that may include or
operate in association with a memory that stores operational
instructions. A module may operate independently and/or in
conjunction with software and/or firmware. As also used
herein, a module may contain one or more sub-modules,
each of which may be one or more modules.

As may further be used herein, a computer readable
memory includes one or more memory elements. A memory
element may be a separate memory device, multiple
memory devices, or a set of memory locations within a
memory device. Such a memory device may be a read-only
memory, random access memory, volatile memory, non-
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volatile memory, static memory, dynamic memory, flash
memory, cache memory, and/or any device that stores digital
information. The memory device may be in a form a
solid-state memory, a hard drive memory, cloud memory,
thumb drive, server memory, computing device memory,
and/or other physical medium for storing digital informa-
tion.

While particular combinations of various functions and
features of the one or more embodiments have been
expressly described herein, other combinations of these
features and functions are likewise possible. The present
disclosure is not limited by the particular examples disclosed
herein and expressly incorporates these other combinations.

What is claimed is:

1. A method comprises:

editing, by a first computing entity, an entry in a first copy

of a common responsibility list of a proprietary net-
work, wherein the common responsibility list includes
a plurality of entries, wherein the entry includes infor-
mation regarding the first computing entity’s service
responsibility for a first user computing device, and
wherein another entry in the common responsibility list
includes information regarding another computing enti-
ty’s service responsibility for another user computing
device;

sending, by the first computing entity, at least the edited

entry to other computing entities;
receiving, by the first computing entity, at least a second
edited entry from a second computing entity; and

updating, by the first computing entity, the first copy of
the common responsibility list with the at least the
second edited entry.
2. The method of claim 1 further comprises:
receiving, by the second computing entity, user data from
a data source device; and

forwarding, by the second computing entity, the user data
to the first computing entity when the edited entry
indicates that the first computing entity’s service
responsibility includes forwarding the user data to the
first user computing device.

3. The method of claim 1 further comprises:

receiving, by the first computing entity, user data from the

second computing entity; and

forwarding, by the first computing entity, the user data to

the first user computing device when the edited entry
indicates that the first computing entity’s service
responsibility includes forwarding the user data to the
first user computing device.

4. The method of claim 1, wherein the editing the entry in
the first copy of the common responsibility list comprises:

interpreting a subscription request from the first user

computing device to produce a subscription interpre-
tation, wherein the subscription request includes the
information regarding the first computing entity’s ser-
vice responsibility for the first user computing device;
and

updating the entry to produce the updated entry by one of:

adding the entry when the subscription interpretation
indicates adding a new data subscription;

deleting the entry when the subscription interpretation
indicates deleting an existing data subscription; and

modifying the entry when the subscription interpreta-
tion indicates modifying the existing data subscrip-
tion.

5. The method of claim 1 further comprises:

receiving, by the first computing entity, a second copy of

the common responsibility list, wherein the second
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copy of the common responsibility list includes the at
least the second edited entry;
comparing, by the first computing entity, the first copy of
the common responsibility list to the second copy of the
common responsibility list;
identifying, by the first computing entity, an inconsistent
entry between the first copy of the common responsi-
bility list and the second copy of the common respon-
sibility list; and
resolving, by the first computing entity, the inconsistent
entry by one of:
utilizing the inconsistent entry of the first copy of the
common responsibility list over the inconsistent
entry of the second copy of the common responsi-
bility list;
utilizing the inconsistent entry of the second copy of
the common responsibility list over the inconsistent
entry of the first copy of the common responsibility
list;
utilizing a common entry of a majority of the first copy
of the common responsibility list, the second copy of
the common responsibility list, and a third copy of
the common responsibility list; and
utilizing a source entry that includes information
regarding a source computing entity’s service
responsibility for a corresponding user computing
device associated with the inconsistent entry.
6. The method of claim 1 further comprises:
receiving, by the second computing entity, the at least the
edited entry from the first computing entity; and
updating, by the second computing entity, a second copy
of the common responsibility list with the at least the
edited entry.
7. The method of claim 6 further comprises:
receiving, by the second computing entity, the first copy
of the common responsibility list;
comparing, by the second computing entity, the first copy
of the common responsibility list to the second copy of
the common responsibility list, wherein the second
copy of the common responsibility list includes the at
least the second edited entry;
identifying, by the second computing entity, an inconsis-
tent entry between the first copy of the common respon-
sibility list and the second copy of the common respon-
sibility list; and
resolving, by the second computing entity, the inconsis-
tent entry by one of:
utilizing the inconsistent entry of the first copy of the
common responsibility list over the inconsistent
entry of the second copy of the common responsi-
bility list;
utilizing the inconsistent entry of the second copy of
the common responsibility list over the inconsistent
entry of the first copy of the common responsibility
list;
utilizing a common entry of a majority of the first copy
of the common responsibility list, the second copy of
the common responsibility list, and a third copy of
the common responsibility list; and
utilizing a source entry that includes information
regarding a source computing entity’s service
responsibility for a corresponding user computing
device associated with the inconsistent entry.
8. A computing device comprises:
an interface;
a local memory; and
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aprocessing module operably coupled to the interface and

the local memory, wherein the processing module func-

tions to:

edit an entry in a first copy of a common responsibility
list of a proprietary network, wherein the common 3
responsibility list includes a plurality of entries,
wherein the entry includes information regarding the
computing device’s service responsibility for a first
user computing device, and wherein another entry in
the common responsibility list includes information
regarding another computing device’s service
responsibility for another user computing device;

send, via the interface, at least the edited entry to other
computing devices;

receive, via the interface, at least a second edited entry
from a second computing device; and

update the first copy of the common responsibility list
with the at least the second edited entry.

9. The computing device of claim 8, wherein the process- 20

ing module further functions to:

receive, via the interface, user data from a data source
device; and

forward, via the interface, the user data to the second
computing device when the second edited entry indi-
cates that the second computing device’s service
responsibility includes forwarding the user data to a
second user computing device.

10. The computing device of claim 8, wherein the pro-
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receive, via the interface, user data from the second
computing device; and

forward, via the interface, the user data to the first user
computing device when the edited entry indicates that
the computing device’s service responsibility includes
forwarding the user data to the first user computing
device.

11. The computing device of claim 8, wherein the pro-
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interpreting a subscription request from the first user
computing device to produce a subscription interpre-
tation, wherein the subscription request includes the
information regarding the computing device’s service
responsibility for the first user computing device; and
updating the entry to produce the updated entry by one of:
adding the entry when the subscription interpretation
indicates adding a new data subscription;
deleting the entry when the subscription interpretation
indicates deleting an existing data subscription; and
modifying the entry when the subscription interpreta-
tion indicates modifying the existing data subscrip-
tion.
12. The computing device of claim 8, wherein the pro-
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cessing module further functions to:

receive, via the interface, a second copy of the common
responsibility list, wherein the second copy of the
common responsibility list includes the at least the
second edited entry;

compare the first copy of the common responsibility list
to the second copy of the common responsibility list;

identify an inconsistent entry between the first copy of the
common responsibility list and the second copy of the
common responsibility list; and

resolve the inconsistent entry by one of:
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utilizing the inconsistent entry of the first copy of the
common responsibility list over the inconsistent
entry of the second copy of the common responsi-
bility list;

utilizing the inconsistent entry of the second copy of
the common responsibility list over the inconsistent
entry of the first copy of the common responsibility
list;

utilizing a common entry of a majority of the first copy
of the common responsibility list, the second copy of
the common responsibility list, and a third copy of
the common responsibility list; and

utilizing a source entry that includes information
regarding a source computing device’s service
responsibility for a corresponding user computing
device associated with the inconsistent entry.

13. A computer readable memory comprises:

a first memory element that stores operational instructions
that, when executed by a processing module, causes the
processing module to:
edit an entry in a first copy of a common responsibility

list of a proprietary network, wherein the first copy
of a common responsibility list is held by a first
computing entity, wherein the common responsibil-
ity list includes a plurality of entries, wherein the
entry includes information regarding the first com-
puting entity’s service responsibility for a first user
computing device, and wherein another entry in the
common responsibility list includes information
regarding another computing entity’s service respon-
sibility for another user computing device;

a second memory element that stores operational instruc-
tions that, when executed by the processing module,
causes the processing module to:
send at least the edited entry to other computing

entities; and
receive at least a second edited entry from a second
computing entity; and

a third memory element that stores operational instruc-
tions that, when executed by the processing module,
causes the processing module to:
update the first copy of the common responsibility list

with the at least the second edited entry.

14. The computer readable memory of claim 13 further

comprises:

a fourth memory element that stores operational instruc-
tions that, when executed by the processing module,
causes the processing module to:
receive user data from a data source device; and
forward the user data to the first computing entity when

the edited entry indicates that the first computing
entity’s service responsibility includes forwarding
the user data to the first user computing device.

15. The computer readable memory of claim 13 further

comprises:
a fifth memory element that stores operational instructions
that, when executed by the processing module, causes
the processing module to:
receive user data from the second computing entity;
and

forward the user data to the first user computing device
when the edited entry indicates that the first com-
puting entity’s service responsibility includes for-
warding the user data to the first user computing
device.

16. The computer readable memory of claim 13, wherein

the processing module functions to execute the operational
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instructions stored by the first memory element to cause the
processing module to edit the entry in the first copy of the
common responsibility list by:

interpreting a subscription request from the first user
computing device to produce a subscription interpre-
tation, wherein the subscription request includes the
information regarding the first computing entity’s ser-
vice responsibility for the first user computing device;
and

updating the entry to produce the updated entry by one of:
adding the entry when the subscription interpretation

indicates adding a new data subscription;
deleting the entry when the subscription interpretation
indicates deleting an existing data subscription; and
modifying the entry when the subscription interpreta-
tion indicates modifying the existing data subscrip-
tion.

17. The computer readable memory of claim 13 further

comprises:

a sixth memory element that stores operational instruc-
tions that, when executed by the processing module,
causes the processing module to:
receive a second copy of the common responsibility

list, wherein the second copy of the common respon-
sibility list includes the at least the second edited
entry,
compare the first copy of the common responsibility list
to the second copy of the common responsibility list;
identify an inconsistent entry between the first copy of
the common responsibility list and the second copy
of the common responsibility list; and
resolve the inconsistent entry by one of:
utilizing the inconsistent entry of the first copy of the
common responsibility list over the inconsistent
entry of the second copy of the common respon-
sibility list;
utilizing the inconsistent entry of the second copy of
the common responsibility list over the inconsis-
tent entry of the first copy of the common respon-
sibility list;
utilizing a common entry of a majority of the first
copy of the common responsibility list, the second
copy of the common responsibility list, and a third
copy of the common responsibility list; and
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utilizing a source entry that includes information
regarding a source computing entity’s service
responsibility for a corresponding user computing
device associated with the inconsistent entry.

18. The computer readable memory of claim 13 further

comprises:

a seventh memory element that stores operational instruc-
tions that, when executed by the processing module,
causes the processing module to:
receive the at least the edited entry from the first

computing entity; and
update a second copy of the common responsibility list
with the at least the edited entry.

19. The computer readable memory of claim 18 further

comprises:

the seventh memory element further stores operational
instructions that, when executed by the processing
module causes the processing module to:
receive the first copy of the common responsibility list;
compare the first copy of the common responsibility list

to the second copy of the common responsibility list,

wherein the second copy of the common responsi-

bility list includes the at least the second edited

entry,

identify an inconsistent entry between the first copy of
the common responsibility list and the second copy
of the common responsibility list; and
resolve the inconsistent entry by one of:

utilizing the inconsistent entry of the first copy of the
common responsibility list over the inconsistent
entry of the second copy of the common respon-
sibility list;

utilizing the inconsistent entry of the second copy of
the common responsibility list over the inconsis-
tent entry of the first copy of the common respon-
sibility list;

utilizing a common entry of a majority of the first
copy of the common responsibility list, the second
copy of the common responsibility list, and a third
copy of the common responsibility list; and

utilizing a source entry that includes information
regarding a source computing entity’s service
responsibility for a corresponding user computing
device associated with the inconsistent entry.
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